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SUMMARY

This study investigates a fictitious domain model for the numerical solution of various incompressible
viscous flows. It is based on the so-called Navier–Stokes/Brinkman and energy equations with discontin-
uous coefficients all over an auxiliary embedding domain. The solid obstacles or walls are taken into
account by a penalty technique. Some volumic control terms are directly introduced in the governing
equations in order to prescribe immersed boundary conditions. The implicit numerical scheme, which
uses an upwind finite volume method on staggered Cartesian grids, is of second-order accuracy in time
and space. A multigrid local mesh refinement is also implemented, using the multi-level Zoom Flux
Interface Correction (FIC) method, in order to increase the precision where it is needed in the domain.
At each time step, some iterations of the augmented Lagrangian method combined with a preconditioned
Krylov algorithm allow the divergence-free velocity and pressure fields be solved for. The tested cases
concern external steady or unsteady flows around a circular cylinder, heated or not, and the channel flow
behind a backward-facing step. The numerical results are shown in good agreement with other published
numerical or experimental data. Copyright © 2000 John Wiley & Sons, Ltd.

KEY WORDS: backward-facing step flow; fictitious domain method; multi-grid local mesh refinement;
multi-level Zoom FIC method; Navier–Stokes/Brinkman model; wake of a bluff obstacle

1. INTRODUCTION

Fictitious domain methods (sometimes called ‘domain embedding’ methods) are present-
ing interesting capabilities for solving complicated boundary value problems motivated by
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applications from science and engineering. The main reason for their popularity is that they
allow the use of fairly structured meshes on a simple shape auxiliary domain (called a fictitious
domain) containing the actual one. This allows the use of fast solvers or preconditioners for
the auxiliary problems on complicated geometries. Fictitious domain methods for the solution
of elliptic partial differential equations were proposed earlier, towards the end of the 1960s (see
References [43,54] and the references herein). Since then, several authors have used the same
approach with different techniques related to the so-called capacitance or influence matrix
[18,26,55]. More recently, different fictitious domain methods have been introduced for the
numerical modelling of flow problems [19,24,35,37,59,62].

In this article, we discuss a new fictitious domain method for solving the Navier–Stokes
equations modelling unsteady incompressible viscous flows. This was originally proposed and
experimented numerically in References [1,3,4] by considering a general fictitious domain
model for viscous flows inside fluid–porous–solid systems of complicated geometries. The
whole domain under study is embedded inside a fictitious auxiliary domain, geometrically
simpler. It is governed by a single set of the so-called Navier–Stokes/Brinkman equations,
where the Darcy drag [22,23] is directly included in the momentum equations. First proposed
in References [16,17], to compute the natural convection flow inside a fluid–porous cavity, the
Navier–Stokes/Brinkman model was generalized in Reference [3] to study complex fluid–
porous–solid systems. Inside the fictitious domain, the particular medium is then taken into
account by its characteristic permeability, i.e. a finite value for porous, infinite for pure fluid
and zero for pure solid. In addition, the viscosity may also vary from its specific value in the
pure fluid to an effective value in the porous medium, and up to infinity in the solid body. By
this way, the fictitious domain model avoids the explicit expression of the transmission
conditions at the interface of the different media. The physical understanding of this model,
using results of homogenization as well as the calculation of drag and lift forces, are addressed
in Reference [27]. The mathematical analysis of this model is made in Reference [11], which
proves the convergence and derives some error estimates. The computations can be made on
a simple structured mesh, which does not need to be body-fitted, but possibly locally refined
with multi-level zoom methods [8,28,49–51]. A parallel implementation of the code was
developed in Reference [9] for distributed memory machines. This model was used for the
development of several computational codes and software allowing, in particular, interactive
numerical experimentations [2,5,49]. Various numerical results for internal or external flows
illustrate the capabilities and validate the efficiency of this fictitious domain approach, both for
academic configurations, e.g. References [4,49], or for industrial applications [6,56,57,61].
Another interesting feature of the fictitious domain approach is that it allows the solution of
optimal shape problems without remeshing the domain when the geometry is modified during
the computations [36]. In particular, we will show the efficient use of rectangular Cartesian
meshes for approximating curved geometries. Our goal is to develop a flexible and robust
methodology, which takes account easily and fairly well of any geometry shape and boundary
condition, especially when they are modified during the computation time [5].

In this paper, the main applications of these methods concern the study of external flows
around profiles or obstacles that have porous or solid physical properties. The classical
approach consists in solving the Navier–Stokes equations only in the fluid domain by taking
into account the interface conditions on the boundary of the obstacles. Here, we assume that
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the obstacles are imbedded inside a heterogeneous fictitious domain in which we globally solve
the physical problem. The corresponding momentum equations are based on the porous media
theory, introducing the permeability relative to each medium. This technique enables us to
compute the velocity and the associated pressure inside the obstacles, and thus to very easily
determine the drag and lift coefficients [27,49]. The numerical methodology is that developed
in Reference [49]. The governing Navier–Stokes and energy equations are written in primitive
variables. They are discretized by a linearly implicit time scheme and by a finite volume
method (FVM) on staggered grids. We solve for the divergence-free velocity field of the
Navier–Stokes equations by using an augmented Lagrangian technique, and we compute a
velocity–pressure saddle-point by the Uzawa algorithm. The resolution of the discrete linear
systems is performed by a preconditioned conjugate gradient technique.

The fluid flow and associated heat transfer become more and more difficult to simulate
when the stresses applied to the physical system become more important, i.e. at high Reynolds
or Rayleigh numbers. In this case, strong gradients, instabilities or turbulent spots may occur
in some local regions of the domain. In order to efficiently compute these physical phenomena,
a local mesh refinement is required in the areas of the domain where small-scale structures
appear. We describe a method based on a local multi-grid architecture, which uses a
conservative coarse-grid correction calculated from the flux balance at the interface between
coarse and fine-grid control volumes.

The applications described here deal with laminar unsteady incompressible flows of a
viscous fluid in two-dimensional domains containing bluff obstacles. The first study concerns
the numerical modelling of external flows around a circular cylinder in an unbounded domain,
and the second one is dealing with the flow in a channel behind a backward-facing step.

2. FICTITIOUS DOMAIN APPROACH

2.1. Embedding technique

Let V be an open-bounded domain in Rd (d=2, 3), its boundary G=(V being regular enough.
When studying external flows around obstacles that can be porous Vp or solid Vs, we define
V by V=Vf@Vp@Vs, where Vf represents the fluid domain and its boundary Gf includes the
interfaces (Vp and (Vs between the different media: fluid–porous and fluid–solid respectively
(Figure 1). When compared with the usual numerical methodology, the introduction of the
fictitious domain technique is based on the following observations:

� In general, the geometry of the different boundaries or interfaces is curved and the shape
of the sub-domains Vf, Vp or Vs cannot be easily modified during the computations, if we
use a body-fitted mesh structured or not.

� When we solve for the specific physical problem inside each sub-domain, we have to take
the interface conditions between the different media explicitly into account, e.g. the
coupling between solid and fluid heat transfer cannot be solved implicitly.

� A relatively important part of the computation time is spent carrying out the discretization:
mesh generation; interface or boundary conditions; building the discrete problems for
complex geometries, especially when they are likely to change during the computations:
variable shape, size or position, engine dragging . . .
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Figure 1. Embedding in a simple fictitious domain.

Because of these reasons, we develop a flexible and robust computational technique,
allowing easy implementation and saving computation time, for solving relatively complex
physical problems. We suppose that the domains V and thus Vf, Vp and Vs are embedded in
the smallest rectangular (in two dimensions) or box (in three dimensions) domain, V0 , that can
contain them. The simple fictitious domain V0 ±V is then heterogeneous in the sense that it
contains the obstacles with different shapes and physical characteristics. For example, as
shown in Figure 1, the domain V0 is composed of different media: fluid, solid, porous. It is
partitioned into the following way: V0 =Vf@Vp@Vs@V0 e, where V0 e is the out-part of V in V0 .
Let G0 =(V0 be the boundary of the domain V0 (Figure 1).

The objective of the fictitious domain approach is to solve a single set of global governing
equations over the whole domain V0 in order to determine the physical fields in each medium:
velocity, pressure, temperature. . . . We will show how the interface conditions between the
different media are implicitly taken into account in these equations. One crucial point is to
solve correctly the problem in the domain V0 e: in particular, we have to take account of the
original boundary conditions on G and to define the fictitious boundary conditions on G0 .

From the discretization point of view, we work with simple Cartesian meshes, disconnecting
the mesh grid from the geometry of the sub-domains. We simply project a single rectangular
Cartesian grid over the whole fictitious domain V0 independently of the shapes of the obstacles
(Figure 1). Then, we account for the geometry of the different media by their physical
characteristics assigned to the grid points: permeability, thermal conductivity, viscosity. . . .
That allows easy implementation and fast computation, especially when we want to modify the
physical characteristics of the flow or the geometry of the different media (shape, position,
size) during the calculation time without remeshing the domain and rewriting the correspond-
ing interface or boundary conditions.

2.2. Global model equations

We solve the unsteady, incompressible, dimensionless Navier–Stokes and energy equations,
written in primitive variables formulation, velocity–pressure–temperature, and defined in the
fluid domain Vf

Copyright © 2000 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids 2000; 34: 651–684
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Continuity equation

9 ·U=0 in Vf (1)

Momentum (Na6ier–Stokes) equations

(U
(t

−
1

Re
9 · [m(9U+9UT)]+U·9U+9p= f in Vf (2)

Energy equation

(T
(t

−
1

RePr
9 · [l9T ]+U·9T=q in Vf (3)

where U(t, x) represents the velocity field [in the two-dimensional case, the velocity U has two
scalar components U(t, x)= (u(t, x), 6(t, x))], p(t, x) is the pressure, T(t, x) is the temperature,
m(t, x) and l(t, x) are the dimensionless dynamic viscosity and thermal conductivity respec-
tively. The similitude parameters Re and Pr denote the Reynolds and Prandtl numbers
respectively. The momentum equations here are independent of the energy equation as for
forced convection problems.

Since the computation is now performed over the whole heterogeneous fictitious domain V0 ,
we are going to write a single set of global model equations defined in V0 . We consider the
whole domain V0 as a Brinkman porous medium, characterized by its permeability K(t, x),
which can be variable in time and space. The porous medium Vp must be assigned to its
specific permeability value Kp. We model the fluid and solid phases, Vf and Vs, as particular
porous media, which are the limits of the Brinkman model. The permeability value related to
each medium is defined by

K(t, x)=

Á
Ã
Í
Ã
Ä

Kf�+� if x�Vf

Kp if x�Vp

Ks�0+ if x�Vs

Generally, the exterior domain V0 e can be represented by a porous medium or, more often,
by a solid one, i.e. K0 e=Ks. The methodology consists in adding to the Navier–Stokes
equations a term of volumic drag, called the Darcy drag, which represents the action of the
fictitious porous medium over the flow. We then define one single global set of Navier–Stokes/
Brinkman equations over the whole domain V0

(U
(t

−
1

Re
9 · [m(9U+9UT)]+U·9U+

mU
ReDaK

+9p= f in V0 (4)

where Da=K0/L0
2, the ratio of a reference permeability over a length scale squared, denotes

the Darcy number. From this global model Equation (4), we can asymptotically find by
penalty the local equations related to the fluid, porous and solid media [3]. Indeed:
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� When K=Kf, the term mU/ReDaK tends towards zero and is negligible compared with the
other terms of the equation. Then, in the fluid domain Vf, we nearly solve the classical
Navier–Stokes Equation (2).

� When K=Ks, the solid is considered as a particular porous medium with a porosity f:1,
but with a permeability nearly equal to zero (Figure 2) [27]. The term mU/ReDaK appears
as a penalization term, which imposes the velocity to tend towards zero in the solid. Thus,
the terms U ·9U and (U/(t become negligible. We notice that if the value of the velocity is
nearly equal to zero in Vs, the ratio mU/ReDaK is perfectly well defined and of order of
magnitude of unity. Then, in the solid domain Vs, we solve the classical Brinkman equation,
well known in porous media theory

−
1

Re
9 · [m(9U+9UT)]+

mU
ReDaK

+9p= f (5)

Let us note that the no-slip condition of the viscous fluid at the surface of the solid (i.e. on
the interface (Vs between the two media Vf and Vs) is then asymptotically satisfied; indeed, if
K=Ks�0+ in Vs, which implies that Us:0 on (Vs, and because of continuity, Uf:0 on (Vs.

A mathematical justification of this fictitious domain model based on the L2-penalized
Navier–Stokes/Brinkman equations is derived in Reference [11]. In particular, it is proved in
Reference [11] for the linear steady case and in Reference [12] for the non-linear unsteady case,
that the error estimate of the velocity field in the H1-norm over the whole domain V0 is at least
of the order of O(K f

−1+K s
1/4), whereas the L2-norm of the velocity inside the solid body is

O(K s
3/4). Moreover, some numerical experiments are carried out in Reference [12] that compare

our fictitious domain model with the standard Navier–Stokes model, including the application
of the explicit no-slip boundary condition on a square cylinder. This shows the influence of the
value of the penalty parameter Ks on the velocity inside the solid body and on the wake behind
the bluff body when Ks is not chosen small enough.

At this stage and in the following, we shall consider that the viscosity of the fluid is constant,
i.e. m=1. Since we use only solid obstacles here, we do not need the viscosity of the equivalent
porous medium. Thus, thanks to the incompressibility constraint, we can simplify Equation (4)
as

Figure 2. Representation of the solid as a porous medium.
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(U
(t

−
1

Re
DU+U ·9U+

U
ReDaK

+9p= f in V0 (6)

The global energy equation defined in the domain V0 is finally written as

(T
(t

−
1

RePr
9 · [l9T ]+U·9T=q in V0 (7)

where l(t, x) is the thermal conductivity of the fictitious medium:

l(t, x)=

Á
Ã
Í
Ã
Ä

lf if x�Vf

lp if x�Vp

ls if x�Vs

In the exterior domain V0 e, depending on the thermal boundary conditions (Dirichlet, Neu-
mann or Fourier) required on G, we generally assign l0 e=ls or l0 e�� or also l0 e�0+

associated with adequate boundary conditions on G0 , see [1,3].
Therefore, the global model equations with discontinuous coefficients in V0 that are consid-

ered in this study are the following:

Continuity equation

9 ·U=0 in V0 (8)

Momentum (Na6ier-Stokes/Brinkman) equations

(U
(t

−
1

Re
DU+U ·9U+

U
ReDaK

+9p= f in V0 (9)

Energy equation

(T
(t

+
1

RePr
9 · [l9T ]+U ·9T=q in V0 (10)

Let us notice also that such a methodology allows the prolongation of both the velocity and
pressure fields inside the solid medium [27,11]. The velocity profile normally to the boundary
of a bluff cylinder (see section 5.1) represented in Figure 14 shows how the no-slip condition
is satisfied.

2.3. Immersed boundary conditions

All the boundary conditions are written into the general following form, where the variable F
(F=U or T) is linked with the flux:
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−
(F
(n

=aF(F−F�)+gF on S (11)

These boundary conditions are defined on S which can be G0 , G or, if needed, the interfaces
(Vp, (Vs, as well; n is the outward normal unit vector on S. The parameter aF represents a
surfacic transfer coefficient, and gF a surfacic flux. This form enables us to prescribe classical
Fourier, Neumann, or Dirichlet (by penalization aF�+�) boundary conditions on S.

For a better flexibility of the methodology, allowing to modify easily the boundary
conditions at any part of S during the computation time, we implicitly introduce the above
boundary conditions (11) into the Navier–Stokes/Brinkman and energy equations. This is
made through the introduction of volumic control terms directly in the governing equations,
as proposed in [1,3]; then, we obtain the following fictitious domain equations:

Momentum (Na6ier–Stokes/Brinkman) equations

(U
(t

−
1

Re
DU+U ·9U+

U
ReDaK

+9p+ bU(U−U�)+8U = f in V0 (12)

Energy equation

(T
(t

−
1

RePr
9 · [l 9T ]+U ·9T+ bT(T−T�)+8T =q in V0 (13)

where the volumic terms are defined by bF=aF/e and 8F=gF/e on S and 0 elsewhere in V0 .
The parameter e represents a characteristic length which was shown in [1] to be O(h) if h is the
local mesh step at the current grid point on S. At this stage, by default for the variables U and
T, we take into account the homogeneous Neumann condition:

−
(F
(n

=0 on G0 =(V0 (14)

Then by using the control terms bF, F� and 8F, which can be possibly re-calculated at each
time step, we notice that if aF and gF are given functions, variable in time and space, we are
able to apply any kind of usual or immersed boundary conditions at any part of S, even if S
is moving:

� aU, aT=0: Neumann condition
�

−
(F
(n

=gF
�

,

� aU, aT�+�: Dirichlet condition (F=F�),

� 0BaU, aTB+�: Fourier or Robin condition.
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In particular, when we solve the global problem in V0 , we can impose, if necessary, any
interface boundary conditions on the surfaces of the obstacles according to their permeability.
Let us notice that the problem we solve in V0 e, depends on the original boundary condition
required on G.

If necessary, a Dirichlet boundary condition for the pressure could be applied in the same
way by penalization on S, with the following modified continuity equation:

9 ·U+ bp(p−p�) =0 in V0 (15)

Here, we do not need pressure boundary conditions, as the pressure is computed explicitly
by an Uzawa algorithm, as we will see further.

Let us mention that another method to apply immersed boundary conditions is described in
[1] and theoretically analysed in [13,14].

2.4. Computation of drag and lift coefficients

The flow of a viscous fluid around a bluff profile is, in general, calculated by solving the
Navier–Stokes equations only in the fluid domain associated with the no-slip boundary
condition, corresponding to the adherence of the fluid at the surface of the obstacle, without
necessarily requiring the physical properties of the profile. The knowledge of the velocity and
pressure fields around the obstacle allows us to calculate the resulting forces applied on its
surface by the viscous fluid. However, these computations are somehow difficult, as they
require accurate interpolations and surfacic integrations of quantities based on the pressure
and velocity gradients along the profile. It becomes harder also if we use staggered grids to
avoid checkerboard pressure modes. Indeed, we have to compute: F=	(Vs Tfs dg, where Tfs, is
the total stress vector defined by:

Tfs=s ·n=
�

−pI+
m

Re
(9U+9UT)

n
·n

and n is the outside normal unit vector on the surface of the obstacle.
When using the fictitious domain approach, the determination of both the velocity and

pressure fields inside the solid medium through the Brinkman model allows to compute very
easily the drag and lift forces acting on the solid [27]. After transforming the surfacic integral
into a volumic integral by using the Green–Ostrogradsky formula, the Brinkman Equation (5)
can be written for m=1 and f�Vs

=0, as:

F=
&
(Vs

Tfsdg= −
&

Vs

9p dv+
&

Vs

1
Re

9U dv=
&

Vs

U
ReDaK

dv (16)

These volumic integrals represent respectively the global force applied on the obstacle, and its
pressure and viscous contributions. They can be easily computed using a classical finite volume
discretization. The components of these forces respectively parallel and orthogonal to the
direction of the mean flow, correspond to the so-called drag and lift forces. Proposed in [27],
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this methodology to compute the drag and lift coefficients was numerically experimented in
[49] and mathematically justified in [11]. Moreover, it is proved in [11] that the error estimate
for the global resulting force applied by the fluid onto the solid body is at least of the same
order as the error of the velocity field, i.e. O(K s

1/4).

2.5. Application to external flows around a profile

The main applications that we study concern unsteady external (or internal) flows around
profiles or obstacles that can be variable during the time (change of geometry, size, position,
permeability, . . . ). Theoretically, the problem is formulated in an unbounded fluid domain Vf.
However, the numerical resolution will impose a fictitious boundary set far enough from the
obstacles on which we shall define specific boundary conditions in such a way that the
different parameters of the flow are not affected by the existence of this artificial boundary. In
particular, we have to define adequate conditions at the downstream flow that allow the eddies
to go out from the computational domain. Although other kinds of outflow boundary
conditions can be used [34,38,25], we have experimented heuristically in [49,56] that a
Fourier-type condition for the velocity yields satisfying results for the computation of the wake
behind bluff bodies, provided that the domain is large enough, i.e. with an aspect ratio equal
to four, in our case. Next, we perform a fictitious domain technique by solving the global
Navier–Stokes/Brinkman equations over the whole auxiliary domain V0 .

When the constraints applied to the physical system become important, i.e. for high
Reynolds numbers, strong gradients within thin boundary layers appear in some local regions
of the domain, and the flow may become turbulent. In order to take account of all the scale
variations of the problem, and to capture the very small structures of the flow, a local mesh
refinement is needed. We use here local multi-level mesh refinement, e.g. [50,52].

For example in Figure 3, V0 is partitioned as V0 =VfUVo, where Vf and Vo represent
respectively the fluid and the obstacle domain that can be porous or solid, depending on its
permeability value. It is shown in [4] that a ratio Ks/Kp=10−5 is generally small enough. For
the computations presented in the following, we used fluid and solid permeability values, such

Figure 3. External flow around an obstacle.
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that DaKf=106 and DaKs=10−14. We will also show how mesh refinement zones can be
efficient for solving local phenomena, without overly increasing the number of discretization
points.

3. NUMERICAL MODEL

3.1. Time discretization

The equations (8, 12, 13, 14) are first discretized in time by using a finite difference implicit
scheme. We denote by Dt the time discretization step, and the index n characterizes the time
iteration at tn=nDt. We use a Gear scheme, i.e. a second order backward scheme in time, and
we obtain the following discrete equations for the computation of (Un, pn, Tn) at the time
iteration n]1:

9 ·Un=0 in V0 (17)

3Un

29t
−

1
Re

DUn+Un ·9Un+
Un

ReDaKn+9pn+bU
n Un

= fn+bU
n U�n −8U

n +
4Un−1−Un−2

2Dt
in V0 (18)

(Un

(n
=0 on G0 =(V0 (19)

3Tn

2Dt
−

1
RePr

9 · (ln9Tn)+Un ·9Tn+bT
n Tn=qn+bT

n T�n −8T
n +

4Tn−1−Tn−2

2Dt
in V0

(20)

(Tn

(n
=0 on G0 =(V0 (21)

The set of equations (18, 20) is non-linear as a result of the advection terms. A linearization
process is then applied using Picard fixed point iterations. Thus, the determination of each
iterate (Un, pn, Tn) requires the computation of several linearization iterates (Ul, pl, Tl) solution
of the following equations:

9 ·Ul=0 in V0 (22)

3Ul

2Dt
−

1
Re

DUl+Ul−1 ·9Ul+
Ul

ReDaKn+9p
l +bU

n Ul

= fn+bU
n U�n −8U

n +
4Tn−1−Tn−2

2Dt
in V0 (23)
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(Ul

(n
=0 on G0 =(V0 (24)

3Tl

2Dt
−

1
RePr

9 · (ln9Tl)+Ul ·9Tl+bT
n Tl=qn+bT

n T�n −8T
n +

4Tn−1−Tn−2

2Dt
in V0

(25)

(Tl

(n
=0 on G0 =(V0 (26)

The momentum equations do not depend on the temperature if we neglect the buoyancy
forces, as it is usually assumed for forced convection problems. We first solve equations (22,
23, 24) for the computation of the velocity and pressure (Ul, pl). The resulting velocity Ul is
replaced into the Equation (25), and we solve equations (25, 26) for the computation of the
temperature Tl.

In order to deal with the constraint of divergence-free velocity, we use the augmented
Lagrangian method for solving the system of equations (22, 23, 24), see [33,34]. Some
efficiently preconditioned fully-coupled Navier–Stokes solvers could be used as well, e.g. [29].
We formulate this system as a velocity-pressure minimization–maximization problem for the
computation of a saddle-point (Ul, pl) associated to the augmented Lagrangian of the problem.
The set of equations (22, 23, 24) is then equivalent to the following one [49]:

3Ul

2Dt
−

1
Re

DUl+Ul−1 ·9Ul+
Ul

ReDaKn−r9(9 ·Ul)+9p
l +bU

n Ul

= fn+bU
n U�n −8U

n +
4Un−1−Un−2

2Dt
in V0 (27)

(Ul

(n
=0 on G0 =(V0 (28)

We notice that the incompressibility constraint has been introduced implicitly into the
momentum equations, and the pressure components are considered as Lagrange multipliers.
Then, we compute each saddle-point (Ul, pl) by using an iterative Uzawa algorithm to solve the
above augmented Lagrangian problem, which generates the following k-iterations (Uk, pk):

3Uk

2Dt
−

1
Re

DUk+Ul−1 ·9Uk+
Uk

ReDaKn−r9(9 ·Uk)+bU
n Uk

= −9pk−1+ fn+bU
n U�n −8U

n +
4Un−1−Un−2

2Dt
in V0 (29)

(Uk

(n
=0 on G0 =(V0 (30)

pk=pk−1−r9 ·Uk in V0 (31)
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We do not need boundary conditions for the pressure: this latter is calculated explicitly in the
whole domain V0 with Equation (31). We stop the Uzawa iterations by setting a criterion based
on the divergence of the velocity field, i.e. 9 ·U5o, for o small enough. The parameters r\0
and r\0 are estimated according to the convergence conditions derived in the literature, e.g.
[33,34]. For example, it is proved that for the solution of the incompressible Navier–Stokes
equations with homogeneous Dirichlet boundary conditions, the Uzawa algorithm for the
augmented Lagrangian problem converges for 0BrB2(r+ (1/Re)). Note that in the case
r=0, the Uzawa algorithm converges very slowly, or may not converge at all. Practically,
when the velocity and pressure variables are of order of magnitude equal to one, the values of
r and r are taken of order of one too, and we often choose r=r.

We summarize all the successive inner–outer iterations in the following algorithm:

* Initialization of the time iterations:
(Un=0, pn=0, Tn=0) is given as an initial time solution
* Computation of the time iterates (Un, pn, Tn):
for n=1 to N do

* Initialization of the linearization iterations:
(Ul=0, pl=0, Tl=0)= (Un− l, pn−1, Tn−1)
* Computation of the linearization iterates (Ul, pl, Tl):
for l=1 to L do

* Initialization of the Uzawa iterations:
(Uk=0, pk=0)= (Ul−1, pl−1)
* Computation of the Uzawa iterates (Uk, pk):
for k= l to K do
{Sol6e the linear set of equations (29, 30, 31)
end for: (Ul, pl)= (UK, pK)
* Compute Tl solution of the linear set of equations (25, 26)

end for: (Un, pn, Tn)= (UL, pL, TL)
end for

Practically, we combine very often the linearization iterations with the augmented Lagran-
gian ones by taking K=1.

3.2. Finite 6olume discretization

The equations (29, 30, 31), and (25, 26) are discretized in space on a rectangular Cartesian
staggered grid using a finite volume method for a mesh of MAC type, e.g. [60]. The domain
V0 is partitioned into cell-vertex control volumes associated to the scalar grid nodes. The scalar
quantities, like pressure and temperature, are stored at these grid points. In contrast, the two
velocity components are respectively stored at nodes that are staggered with respect to the
scalar grid nodes. A schematic drawing of this two-dimensional grid arrangement is shown on
Figures 4 and 5.

The geometry of a porous or solid obstacle Vo (Vo=Vp or Vs) is approximated by
rectangular Cartesian finite volumes, according to the permeability field K (K=Kf in Vf, and
K=Ko in Vo) in the following way: if a scalar node pij or Tij belongs to Vf (respectively to Vo),
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Figure 4. The staggered grid.

Figure 5. Control volume associated to each node.

then the whole control volume associated to this node has the permeability Kf (respectively Ko;
cf. Figure 6). Thus, the approximated interfaces between the two media Vf and Vo coincide
with control volume interfaces. Let us note that if a scalar node is located on the interface (Vo

it is considered as belonging to the obstacle. In this way, we have:

Kp
ij=Ku

ij=Ku
i+1, j=K 6ij=K 6i, j=

!Kf if pij�Vf

Ko if pij�V( o

As we use a finite volume technique, before discretizing equations (29) and (25), we re-write
the convective terms in a conservative form:

(Ul−1 ·9)Uk=9 · (Ul−1 � Uk)− (9 ·Ul−1)Uk (32)

Ul ·9Tl=9 · (TlUl)− (9 ·Ul)Tl (33)
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Figure 6. Determination of the permeability on each finite volume.

Then, the conservative equations are:

3Uk

2Dt
−

1
Re

DUk+9 · (Ul−1 � Uk)− (9 ·Ul−1)Uk+
Uk

ReDaKn−r9(9 ·Uk)+bU
n Uk

= −9pk−1+ fn+bU
n U�n −8U

n +
4Un−1−Un−2

2Dt
in V0 (34)

3Tl

2Dt
−

1
RePr

9 · (ln9Tl)+9 · (TlUl)− (9 ·Ul)Tl+bT
n Tl

=qn+bT
n T�n −8T

n +
4Tn−1−Tn−2

2Dt
in V0 (35)

The discrete equations are obtained by an approximate integration of equations (34, 30), (31),
and (35, 26) over the appropriate finite volumes associated to the scalar variables u, 6, p, T,
following the finite volume procedure outlined by Patankar [58]. We choose piecewise constant
approximation functions on each control volume for the computation of the integrals of fluxes
or volumic terms. For the approximation of the first order derivatives associated to the
diffusion fluxes, we use a second-order centred scheme at the interface of the control volumes.
We then obtain the classical five points scheme in 2D. For the transported quantities
(convective terms), the accuracy of the interpolation scheme and its stability are primarily
concerned at high Reynolds numbers. The quadratic upwind scheme QUICK, proposed by
Leonard [53], has both good stability and accuracy properties. The scheme is formally
third-order accurate, and significantly weighted towards upstream values, which accounts for
its good stabilizing properties. In the QUICK scheme, the evaluation of a variable C (C=u,
C=6, or C=T) at any control–volume interface is based on a quadratic interpolation
involving two nodes located upstream from the control volume, and one located downstream.
Obviously, this expression is set according to the sign of the velocity at the interface of the
control volume. For example, as shown in Figure 7, we have for the horizontal direction:
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Figure 7. The QUICK scheme.
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if ui−1/2, j\0 then Ci−1/2, j=
�(x−b)(x−c)

(a−b)(a−c)

n
Ci−2+

�(x−a)(x−c)

(b−a)(b−c)

n
Ci−1+

�(x−a)(x−b)

(c−a)(c−b)

n
Ci

if ui−1/2, jB0 then Ci−1/2, j=
�(x−b)(x−c)

(d−b)(d−c)

n
Ci+1+

�(x−b)(x−d)

(c−b)(c−d)

n
Ci+

�(x−c)(x−d)

(b−c)(b−d)

n
Ci−1

where a, b, c, d, and x are respectively the abscisses of nodes number i−2, i−1, i−1
2, i and

i+1.
For uniform meshes, we obtain:

!if ui−1/2, j\0 then Ci−1/2, j= −1
8Ci−2, j+

6
8Ci−1, j+

3
8Ci, j

if ui−1/2, jB0 then Ci−1/2, j= −1
8Ci+1, j+

6
8Ci, j+

3
8Ci−1, j

3.3. Linear sol6er

The discrete linear systems associated to the discretization of equations (34, 30) and (35, 26)
are non-symmetric and of indefinite type. Let us notice that the introduction of the incom-
pressibility constraint into the momentum equations with the term −r9(9 ·U) leads to a
coupling between the different components of the velocity. By using the discretization
described above, the associated matrices (of which the coefficients depending on the velocity U
vary at each iteration k) have the sparse structure of Figure 8.

The resolution is carried out by the Krylov method BI-CGSTAB [67], with diagonal
preconditioning, at least, to cope with the discontinuous coefficients of the operators. We also
developed a modified incomplete Gauss factorization MILU(0), which proved to be an
efficient preconditioner for this kind of problem [49]. However, to obtain better vector
accelerations, we generally use only the Jacobi preconditioner. In that case, we obtain typical
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Figure 8. General structure of the discrete operators.

execution speeds of 233 M flops on Cray YMP-EL and 610 M flops on Cray C98. A parallel
version of the code was also developed, based on partitioned iterative solvers on Single
Program and Multiple Data (SPMD) distributed memory machines, like Cray T3D/T3E or
IBM SP2 [9].

When the parameter r increases, the Uzawa algorithm converges faster, but the conditioning
of the matrix becomes worse. Thus, the conjugate gradient algorithm converges slowly, or it
becomes more unstable and may not converge at all. There is a compromise to set between the
number of outer Uzawa iterations and inner BI-CGSTAB iterations. In general, we prefer
performing more outer iterations and a few inner iterations.

4. ADAPTIVE MULTIGRID LOCAL MESH REFINEMENT

Large-scale physical models exhibit significant variations of scale in the solution of the model
equations. Scale variations can come from the strong constraints applied to the physical
system, leading to strong gradients or small-scale structures in some local regions of the
domain. In order to model well locally the physical phenomena, a local mesh refinement is
necessary in some areas of the domain. We choose to avoid working with a single non-uniform
and unstructured mesh [50,51]. The adaptive local mesh refinement procedure that we use here
is based on a hierarchical multigrid architecture for a set of embedded subdomains. We
consider a basic global grid, G0, that discretizes the whole computational domain V0 , from
which we generate a set of local nested zoom grids Gl, 15l5l*, with decreasing mesh steps
(see Figure 9). In that way, all the grids are structured and uniform. As the size of the
subdomains decreases too, on each grid we have a moderate number of nodes. It yields a set
of linear systems of moderate dimension, which can be solved very fast, with good convergence
rates, as they exhibit only moderate condition numbers. The connection between the grid
solutions is carried out by using projection operators [7,48,8,49,50].
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Figure 9. Local multigrid architecture with l*=3.

At each time step, we perform local multigrid iterations as follows:

� Step 1—recursi6e interpolation : we start from the resolution of equations (34, 30), (31) and
(35, 26) on the coarsest grid G0. Next, we define, in an adaptive way, a first local fine-grid,
on which we perform the same computations after determining the interface boundary
conditions. We choose a Dirichlet interface condition, calculated by interpolation of the
coarse-grid solution on the fine-grid interface nodes. We repeat recursively this procedure,
which consists in defining adaptively the mesh refinement grid regions, computing interface
boundary conditions between two successive subdomains, and computing the fine-grid
solutions. We stop the mesh refinement process until we reach the finest grid level Gl*, on
which the computed solution is likely to be accurate enough.

� Step 2—recursi6e coarse-grid correction : we transfer all the local fine-grid informations to
the coarser grids, in order to make a correction of the previous coarse-grid solutions. For
that, we restrict the fine-grid solution on the coarse-grid nodes, which are included in the
refinement region, by using the canonical restriction operator. In this case, the correction of
the coarse-grid solution is only effective locally, in the region where the local mesh
refinement has been applied. To better improve the coarse-grid solution, the main idea is to
make a global correction on the coarse-grid, i.e. a propagation of the correction beyond the
local mesh refinement region. For that, we first compute a local residual based on a
restriction of the fine-grid solution at each local coarse node included in the refinement
zone. Afterwards, we solve globally on the whole coarse-grid the associated error equation,
and we add this error to the previous coarse-grid solution. The error equations are of the
same kind as the previous Navier–Stokes and energy equations (34, 30), (31) and (35, 26).
The partial differential operators are the same, the right-hand side members are now
defined with the local residuals, and the boundary conditions on a real physical boundary
are homogeneous. Many methods are proposed and differ in the way to define the local
residuals, e.g. [50]. We propose the flux interface correction (FIC) method, where the local
residual is computed by balancing, in a conservative way, the coarse and fine fluxes, i.e. the
fluxes associated to each divergential term of equations (34), (31), (35), through the
interface of each coarse-grid finite volume included inside the refinement region, see
[8,50,10] for more details. As proposed in [28] or [52], we choose a ratio equal to three
between the space discretization steps of two successive coarse and fine-grids, which yields
a partitioning of a coarse-grid scalar control volume into nine fine-grid control volumes (cf.
Figure 10). In that way, the interface of coarse control volumes coincides with interfaces of
fine control volumes. This enables us to simplify the expression of the restriction operators,
ensuring the conservative balance of the fluxes from both coarse and fine-grids [28].
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Figure 10. Partitioning of a coarse-grid control volume into fine-grid control volumes.

5. NUMERICAL APPLICATIONS

5.1. External flow around a cylinder

5.1.1. Description of the problem. This application concerns the two-dimensional, incompress-
ible, laminar and unsteady flow of a viscous fluid around a solid circular cylinder in an open
infinite domain. The numerical resolution requires a ‘fictitious boundary’ G0 set far enough
from the obstacle, on which suitable boundary conditions must be written. We choose a
Dirichlet condition upstream, imposing the velocity and temperature of the fluid at infinity,
and a Fourier or Robin condition on the other parts of the boundary. We study the following
configuration, where the fictitious domain is V0 =Vf@Vs (Vf and Vs represent respectively the
fluid and the solid domain). The computational domain is V0 = [0, 20]× [0, 5], and the centre of
the cylinder is located at (5, 2.5) (cf. Figure 11). The Reynolds number is defined by Re=U�
D/n, where U�=1 is the fluid velocity at upstream infinity, D=1 the diameter of the cylinder,
taken as the reference dimension, and n the kinematic viscosity of the fluid.

Figure 11. Boundary conditions defined on the fictitious boundary G0 .
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We have made different numerical tests for the choice of the coefficients au, a6, aT, in the
Fourier boundary conditions (see section 2.3). From a semi-empiric point of view, the best
values seem to be located between 0 and 1.

We approximate the solid obstacle by a rectangular Cartesian mesh (cf. Figure 12). This
kind of approximation is, surely, less accurate than the choice of curved elements with a
body-fitted mesh, but it is much cheaper and gives satisfactory results, as we will see further.
In fact, whatever the kind of mesh, the main difficulty is the good representation of the
boundary layer along the obstacle. It requires a sufficient number of nodes in this region of
thickness, varying like O(Re−1/2), in order to efficiently model the boundary layer; a priori, this
can be achieved using a local mesh refinement.

5.1.2. Application to steady flows. For a first validation, we study the case of the steady flow.
The computations are performed on a 256×64 uniform mesh grid (about 16400 nodes). On
Figure 13, we observe the good accuracy of the results, comparing them with some experimen-
tal results, and most of the numerical ones, precisely referred in [20]. This first study shows the
good behaviour and stability of our methodology; see also Figure 14 which shows how the
no-slip boundary condition is satisfied on the solid cylinder. It also validates the calculation of
drag and lift forces with Equation (16). In particular, although the flow is supposed to become
unsteady and periodic for 45BRe5100, e.g. [32], if no numerical instability appears, we can
get the steady symmetric solution, whereas the configuration remains symmetric. Let us note
that for the steady symmetric case, the lift coefficient remains equal to zero.

5.1.3. Application to unsteady flows. The next study concerns the unsteady case with larger
Reynolds numbers 505Re5200. Note, that the flow becomes physically three-dimensional
when Re is about 200, see [47]. The computations are performed with a dimensionless time step
equal to 0.1 on a 256×64 uniform mesh grid. We perform 1000 time iterations, and at each
time step, we stop the augmented Lagrangian iterations when 9 ·UL 1B10−5. The computa-
tion time is about 1 h 30 min on a Cray C98. Thanks to the flexibility of our methodology,
we introduce a physical perturbation in the flow to make it unsteady. It is done, for example,
by slightly moving the cylinder to the bottom during a short period of computation after the
initial time, typically during 10 or 20 time steps, we replace it afterwards at its original
position. We first observe, on Figure 15, the good qualitative representation of the resulting
flow where the Von Karman alternating eddies occur in the wake of the obstacle.

Figure 12. Approximation of the obstacle using a rectangular Cartesian mesh.
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Figure 13. Reattachment length and drag coefficient versus Reynolds number for V0 = [0, 20]× [0, 5]—
uniform mesh 256×64.

Using fast Fourier transform (FFT) computations, we make a frequency analysis of the
signals shown in Figure 16, and associated to the drag and lift coefficients calculated from
Equation (16) by:
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Figure 14. Horizontal velocity profile for Re=30, V0 = [0, 4]× [0, 1]−D=0.2—uniform mesh 256×64.

Figure 15. Representation of the unsteady flow. Re=200−Dt=0.1−V0 = [0, 20]× [0, 5]—uniform
mesh 256×64.

Cx=
Fx

1
2rU�2 D

, Cz=
Fz

1
2rU�2 D

(36)

We next show, on Figure 17, the variation of the Strouhal number, i.e. the dimensionless
frequency St= fD/U� versus the Reynolds number. In spite of the Cartesian mesh approxima-
tion of the cylinder and the use of a single uniform grid without any local mesh refinement, the
results are very close to the experimental ones [68,42], and even better than some other
numerical results of the literature [21,46,47]. In this range of small Reynolds numbers, the
mesh used here is fine enough and no mesh refinement seems necessary.

For a Reynolds number equal to 400, we investigate on Figure 18 both the influence of the
size of the computational domain V0 , and the influence of the mesh size for the approximation
of the cylinder. For two different domains chosen with the same discretization step: V0 =
[0, 20]× [0, 5], with uniform mesh 256×64, and V0 = [0, 40]× [0, 10], with uniform mesh
512×128, we obtain similar results, except for the phase error resulting from different initial
conditions when forcing the unsteady state; it proves the efficiency of the outflow boundary
conditions used here. However, at this Reynolds number, these grids are too coarse, and the
cylinder is roughly approximated with respect to the effective representation of the boundary
layer. The use of a twice smaller mesh step: V0 = [0, 20]× [0, 5] with a uniform mesh 512×128,

Copyright © 2000 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids 2000; 34: 651–684



FICTITIOUS DOMAIN MODEL 673

Figure 16. Drag and lift coefficients versus time. Re=200−Dt=0.1−V0 = [0, 20]× [0, 5]—uniform
mesh 256×64.

Figure 17. Strouhal number St= fD/U� versus Reynolds number Re=U�D/n. Dt=0.1−V0 = [0, 20]×
[0, 5]—uniform mesh 256×64.

gives more accurate results. The best results are obtained for a domain of computation
V0 = [0, 20]× [0, 5], with the use of a 512×128 non-uniform mesh grid, where more nodes are
concentrated close to the surface of obstacle (cf. Figure 18). In that case, the geometry of the
cylinder is better approximated, and the boundary layer is also better resolved because it
contains more nodes, see Figures 19 and 20. As the latter two curves with 512×128 uniform
and non-uniform meshes are relatively close, the mesh convergence is surely reached in that
case.
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Figure 18. Drag coefficients versus time. Re=400−Dt=0.1.

Figure 19. Drag and lift coefficients versus time. Re=400−V0 = [0, 20]× [0, 5]—non-uniform mesh
512×128.

For a domain of computation V0 = [0, 20]× [0, 5], with a 512×128 non-uniform mesh grid,
we show in Figure 21 the evolution of the drag coefficient, during the time, for three different
time steps. The initial conditions when forcing the unsteady state are different in the three
cases, which explains the relatively high phase shift, but both the amplitude and the frequency
of the signals are the same. Thus, the results obtained in these three cases are similar, but the
computation times are shorter for larger time steps: CPUDt=0.015=8 h, CPUDt=0.03=6 h 15
min, and CPUDt=0.04=5 h 45 min, as less time iterations are needed. In fact, we have to find
a compromise between the required time accuracy, the stability of the computation which
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Figure 20. Vorticity field. Re=400−V0 = [0, 20]× [0, 5]—non-uniform mesh 512×128.

Figure 21. Drag coefficient versus time. Re=400−V0 = [0, 20]× [0, 5]—non-uniform mesh 512×128.

deteriorates when the time step increases, and the time of computation. Indeed, the more the
time step Dt increases, the less the main diagonal of the linear systems becomes dominant,
yielding a slower convergence of the solvers.

We next investigate, in Figure 22, the influence of o in the stopping test, based on the
velocity divergence: 9 ·UL 15o of the augmented Lagrangian–Uzawa iterations at each time
step. The curve with o=10−4 is the same as the one obtained with o=10−5, but it requires
only 0 h 54 min of computation time, instead of 1 h 24 min, for a total dimensionless time of
simulation equal to 100. For o=10−3 (CPU time equal to 0 h 32 min), we observe important
numerical errors, especially on the signal of the drag coefficient, whereas they remain weak for
the lift coefficient. For o=10−2, the computation is entirely false. Here again, we have to find
a compromise between the stopping criterion and the computation time for using inexact
solves.

For a Reynolds number equal to 1000, the flow represented in Figure 23 seems to be
qualitatively coherent compared with [21], but the mean drag coefficient of about 1.3 is a little
overestimated, compared with the experimental reference values, about 1.2. In fact,
more nodes would be required near the wall of the obstacle: the cylinder here is roughly
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Figure 23. Velocity vector field. Re=1000−Dt=0.1−V0 = [0, 20]× [0, 5]—non-uniform mesh 512×
128.

approximated, compared with the thickness of the boundary layer, and, hence, it influences the
numerical results. In any case, apart from the approximation of the obstacle geometry, strong
gradients and small scales structures appear in local regions of the domain at this level of
Reynolds, which also requires a larger number of nodes in the boundary layers, as well as in
the advected eddies.

5.1.4. The heated cylinder. The above results correspond to isothermal cases. As in [45], we now
study the evolution of the temperature field during the time when the cylinder is heated. For
that, we impose a volumic heat power proportional to the temperature of the obstacle in the
domain Vs, This is made by taking bT=0 in Vf and bT=0.3 in Vs, T�=1 in Vs, whereas the
initial temperature is zero everywhere, associated with the boundary conditions defined in
Figure 11. At different time steps at Re=200, we present, in Figure 24, the temperature fields
showing the Von Karman vortices in the wake of the heated cylinder.
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Figure 24. Temperature field. Re=200−Dt=0.1−V0 = [0, 20]× [0, 5]—uniform mesh 256×64.

5.2. Channel flow behind a backward facing step

5.2.1. Description of the problem. This application concerns the two-dimensional, incompress-
ible, laminar and unsteady flow of a viscous fluid behind a backward facing step in a channel.
We choose a Dirichlet condition upstream, imposing the velocity and temperature of the fluid
at infinity. In this case, as we compute only the steady flow, we have numerically experimented
that both Fourier or homogeneous Neumann outflow boundary conditions provide the same
results, if the aspect ratio is large enough. We choose a Neumann condition downstream. We
impose at the top and the bottom the no-slip condition of the viscous fluid on the walls of the
channel. We study the configuration shown in Figure 25, which was chosen in [15] or [44]. The
computational fictitious domain is V0 =Vf@Vs= [0, 30]× [0, 2]. The Reynolds number is
defined by Re=U�H/n where U� is the fluid velocity at upstream infinity, H=1 the height
of the step, and n the kinematic viscosity of the fluid.

5.2.2. Application to steady flows. We present results concerning the reattachment lengths that
are of three kinds (see Figure 26).

First, we perform the computations on a single global uniform grid without any local mesh
refinement, for different Reynolds numbers and mesh grids. We investigate the mesh indepen-
dence for the three reattachment lengths, as shown at Re=500 in Figure 27. Moreover, we see
also in Figure 27 that the results of L1, for example, are in perfect agreement with some
experimental [15] and numerical data [44] found in the literature. Next, we study the evolution

Figure 25. Computational domain V0 = [0, 30]× [0, 2], L=3, H=1.
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Figure 26. Different reattachment lengths.

Figure 27. Reattachment lengths for a steady flow.

of the CPU time needed for the convergence of the problem to the steady solution, according
to the number of nodes in the discrete domain. We observe in Figure 28 that the computation
time asymptotically increases a little bit more than linearly with the number of discretization
points. This justifies the interest for choosing carefully the regions that need a refinement.

In a second step, we compute a reference solution at Re=500 on a single very fine uniform
grid with 900×450 cells (about 406000 nodes), with 1200 time iterations, and a divergence
criterion, such that 9 ·UL 1B10−5 for the Uzawa algorithm. The solution is computed
within 5 h 15 min of CPU time on a Cray C98. The corresponding reattachment lengths are
respectively L1=9.142, L2=7.660 and L3=13.497. This reference solution allows us to
compute the discrete errors associated to coarser mesh grids. In particular, we can compare the
accuracy of the solution obtained on a single coarse-grid without any mesh refinement with the
one obtained on this same grid by using a local multigrid method.

We now perform a local multigrid mesh refinement around the step. After solving the
problem on a coarse-grid, we have to define a boundary condition at the interface g between
two successive subdomains for the computation of the fine-grid solution. This boundary
condition is based on an interpolation of the coarse-grid solution at the fine-grid nodes on the
interface. On the boundary interface g between a coarse and a fine-grid, we write:
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Figure 28. Computation time versus the number of nodes at Re=500.

−
(Ul+1

(n
=bUl+1

(Ul+1−U�, l+1) on g (37)

with U�, l+1=PUl, where P is a projection (prolongation) operator on g. The choice of the
order of the interpolation operator P generally depends on the order of precision of the
discretization scheme. Moreover, the interpolation must conserve on g the mass flow between
the subdomains; thus we impose that:

&
g

U�, l+1 ·dSl+1=
&

g

Ul ·dSl (38)

As the numerical spatial schemes used here are globally second-order accurate, we use a
first-order polynomial interpolation, and a Dirichlet condition, i.e. bUl+1

+�, on the normal
components of the velocity.

We compare the results obtained with a single uniform grid G0 with 20×10 cells, to the one
obtained with a two-grid mesh refinement method, where we use the same global coarse-grid
associated with a local fine-grid G1, with 36×18 cells, which overlaps the step. The fine-grid
step is equal to the coarse one divided by three. We compute the relative errors on the
coarse-grid G0 associated to the longitudinal component u of the velocity and the reattachment
lengths L1 and L2 by comparison with the reference solution. For the correction on the
coarse-grid, we use either the canonical injection for the restriction of the fine-grid solution on
the coarse nodes included in the refinement region, or the Zoom FIC(v) method, which
provides a global correction over the whole heterogeneous domain V0 . On each grid, we use a
‘quasi-exact’ Uzawa solver, such that 9 ·UL 1B10−8 at each multigrid iteration, and the
convergence is typically obtained within 10 multigrid iterations. In Table I, we observe that the
local canonical restriction of the solution used alone does not almost improve the general
solution (see u), but gives the worst local results (see L1). Moreover, the external field out of
the zoom area is not modified (see L2). On the contrary, with a FIC global correction, the
improvement is provided in the whole computational domain, not only in the zoom area (see
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Table I. Relative errors (%) computed on the global 20×10 coarse-grid at Re=500

Mean CPU time onError on Error on
L1 L2 Cray C98L1-error on

u over V0

3.14 4.1 17.4Single uniform grid, no mesh refinement 26 s
Two-grid method with local canonical 3.05 14.8 17.4 30 s

restriction
Two-grid method with zoom FIC 2.07 2.2 3.9 54 s

(v=0.2)

L1), but also beyond the refinement zone (see u and L2). The errors on L1 and L2 are
respectively divided by 6.5 and 4.5, whereas the CPU time is only twice more. As a simple
comparison, we can deduce from the results of Figure 28 that the computation on a single
global finer grid having the same mesh step as G1, i.e. with nine times more nodes than the
present grid G0, requires a CPU time ten times higher than for G0.

6. CONCLUSION AND PERSPECTIVES

This study shows the good efficiency of the fictitious domain methodology proposed here for
the numerical modelling of fluid flows and heat transfer at moderate Reynolds numbers. The
results are in perfect agreement with the experimental ones. This approach provides effective
robustness and flexibility in what concerns a mutual independence of both geometry, mesh
grids and boundary conditions, allowing an easy modification of these three parameters during
the computation time. The fictitious domain approach, combined with a finite volume method
using a Cartesian mesh, yields accurate results up to moderate Reynolds numbers.

At high Reynolds numbers, it is necessary to increase the number of nodes in some local
regions of the domain. For that, we have shown how a multigrid local mesh refinement with
the multilevel zoom FIC method appears to be very attractive and efficient, when combined
with the fictitious domain modelling. Moreover, the local multigrid approach is very interest-
ing, as it requires to solve a set of discrete problems of moderate size only which is attractive
in terms of convergence rate of the solvers. The generalization to 3D is also straightforward
because we use the primitive variables formulation. The efficiency of this numerical strategy,
together with its possible parallelization, opens the way for some interesting evolution of such
techniques.
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64. Phuoc Loc Ta. Etude numérique de l’écoulement d’un fluide visqueux incompressible autour d’un cylindre fixe ou

en rotation—Effet Magnus. Journal Mécanique 1975; 14(1): 109–134.
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